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Abstract

This is an exploration of Legendre spectral finite-element (LSFE) formulations for Reissner-Mindlin plates. The goal was to compare high-order LSFEs with standard low-order finite elements in terms of computational efficiency, and determine an optimal formulation for thin-walled elastic media. Simulations using various LSFE and standard FE formulations were carried out. Model performance is compared by examining the error as a function of both model size (DoF) and model efficiency (FLOPs) for the various formulations. Results showed that LSFEs using a mixed formulation consisting of nodal Gauss-Lobatto-Legendre quadrature for the bending matrix, and reduced Gauss-Legendre quadrature for the shear matrix were most computationally efficient of all elements tested.
1 Introduction

The current study is an exploration of Legendre spectral finite-element (LSFE) formulations for structural mechanics, in this case Reissner-Mindlin plates. The goal was to develop a high-order spectral method that accurately represents the response of thin-walled elastic structures, with more computational efficiency than current low-order finite-element (FE) methods. To that end, a variety of element formulations are tested on both static and dynamic response of Reissner-Mindlin plates, and compared in terms of their accuracy as a function of model size and efficiency. The hope is to show that the choice of quadrature scheme is crucial in determining computational accuracy and efficiency.

LSFEs provide a number of advantages that make them an attractive choice for the modeling of elastic media. In traditional finite-element (FE) schemes, the unknown displacement field is approximated as a linear combination of piecewise, low-order interpolating polynomials (e.g. linear or quadratic). Model error is decreased by increasing the resolution of the underlying mesh (increasing the number of elements), but keeping the polynomial order constant (an overview of traditional finite element analysis can be found in [5]). This is so-called “h-refinement.” In spectral finite elements, model error is reduced by increasing the polynomial order of the approximation. Thus, the number of elements remains the same, but the number of interpolating polynomials, and thus nodes, per element is increased (so-called “p-refinement”).

Another advantage LSFEs have over traditional FEs is the choice of element nodes. Nodes in the element coordinate system are positioned at the Gauss-Legendre-Lobatto (GLL) quadrature points. So, for an $n$th-order polynomial approximation of the unknown function, the shape functions are interpolated through the $(n + 1)$ GLL points. This choice of element nodes has two important advantages. First, the uneven spacing of the GLL points causes a “clustering” of element nodes at element interfaces and domain boundaries. This allows for greater resolution of edge effects and boundary layers [17], without additional treatment. Furthermore, numerical GLL quadrature may be used in calculation of the various matrix and vector quantities associated with the numerical approximation. Using coincident element and quadrature node locations in so-called “nodal quadrature” allows for efficient computation of matrix-vector products, and creates a diagonal mass matrix.

Additionally, advantages specific to thin-walled elastic structures (such as Reissner-Mindlin plates) have been observed. Specific advantages include the absence of “shear-locking,” [17] a phenomenon where the displacements shrink in magnitude as element thickness is decreased; and the absence of “spurious energy modes,” [17] the development of zero-energy modes, artifacts of the quadrature scheme used in the formulation. These two facts make LSFEs especially attractive for modeling of elastic media.

Early work using spectral elements was aimed at fluid dynamics [10] and heat transport [13]. Early work in spectral elements used shape functions interpolated through the Gauss-Chebychev-Lobatto points [10], but focused quickly shifted to the GLL points [10], as they represent a more “natural” quadrature choice (the GLL points are used for quadrature with respect to a unity weighting functions, the GLC points are not), and for their more efficient computations for the relatively low-order approximations used [13]. It should be noted that some recent works still use spectral finite elements with the GLC points (see, e.g., [2]).

Initial use of LSFEs for elastic media began with the 1D wave equation [16] and later 2D Reissner-Mindlin plates [17]. Additional works focused on the use of LSFEs applied to propagation of elastic waves for seismological problems [2,3,15]. More current works focus on the use of LSFEs in the role of damage detection in 1D beams [6], 2D plates [7,11], and 3D elastic media [11]. Sprague and Geers (2008) studied LSFEs for the dynamic Timoshenko beam (the 1-D analogue
to the current study’s Reissner-Mindlin plates), and compared their accuracy to that of standard
$h$-type FEs in the context of model degrees of freedom and computational efficiency [14].

The primary deficiencies of recent works are a lack of attention to convergence (i.e. the
convergence rates of the methods), and inexact characterization of computational efficiency (except-
ning [14]). The current study hopes to fill these gaps by measuring more exactly error decay as
it relates to mesh resolution (degrees of freedom) and computational efficiency (number of float-
ing point operations per simulation). Additionally, the author has found no studies that compare
different types of quadrature schemes for LSFEs. Most studies employ nodal GLL quadrature
[3, 6, 7, 11, 15–17], without any comparison to Gauss-Legendre quadrature schemes used in traditional
finite elements. The current study will follow in the footsteps of [14] and compare LSFEs
not only to traditional, $h$-refined FEs, but also to different quadrature formulations of LSFEs. This
includes a new “mixed” formulation with combines GLL and GL quadrature in the same element
formulation. Performance of element types will be characterized in terms of both convergence
rates (i.e., error versus degrees of freedom), and efficiency (i.e. error versus number of arithmetic
operations).

2 Legendre Spectral Finite Elements

2.1 Finite Element Formulations

In a standard finite-element (FE) formulation (see, e.g., [5]), the problem starts with the variational
(or “weak”) formulation of a differential equation. For example, consider the following ordinary
differential equation, on a one-dimensional domain $\Omega = [a, b]$

\[
\frac{d^2 u}{dx^2} = -f(x), \quad x \in \Omega, \tag{2.1}
\]
\[
u(a) = u_D, \tag{2.2}
\]
\[
u'(b) = u_N, \tag{2.3}
\]

for some forcing function $f(x)$ and boundary values $u_D, u_N \in \mathbb{R}$. This has corresponding weak
formulation

\[
\int_{\Omega} \frac{d w}{d x} \frac{d u}{d x} dx - u_N w(b) = \int_{\Omega} w(x) f(x) dx. \tag{2.4}
\]

Equation (2.4) must hold for all “weight functions” $w(x)$ in some admissible function space [5].

In addition, the weight functions must satisfy certain conditions on the boundary, in this case
$w(a) = 0$, and $w(b) \neq 0$. The FE approximation is then obtained by approximating the unknown
function $u(x)$ and the set of weight functions $w(x)$ as a linear combination of “shape functions,” i.e.

\[
u(x) = \sum_{i=1}^{n} d_i \phi_i(x), \tag{2.5}
\]
\[
\omega(x) = \sum_{i=1}^{n} c_i \phi_i(x), \tag{2.6}
\]

for some coefficients $d_i, c_i \in \mathbb{R}$, where $\phi_i(x)$ would typically be a set of piecewise polynomials,
interpolated through a discrete selection of points, which would define the finite-element mesh. By
substituting (2.5) and (2.6) into (2.4), we obtain $u(x)$:
\[ Kd = F, \quad (2.7) \]

where

\[
K_{ij} = \int_{\Omega} \frac{d\phi_i}{dx} \frac{d\phi_j}{dx} \, dx, \quad (2.8)
\]

\[
F_i = \int_{\Omega} \phi_i(x) f(x) \, dx. \quad (2.9)
\]

We can then solve (2.7) by any number of methods. \( K \) is called the stiffness matrix of the problem, due to the similarity of (2.7) to Hooke’s law. In this case, the stiffness matrix is symmetric positive semi-definite [5].

### 2.2 Element Discretization and Meshes

The domain \( \Omega \) is discretized into a discretized set of \( N \) subdomains \( \Omega_i \) such that

\[
\bigcup_{i=1}^{N} \Omega_i = \Omega. \quad (2.10)
\]

The shape functions are then defined as compactly supported, piecewise polynomials:

\[
\phi_i(x) = \begin{cases} 
  p(x), & \text{for } x \in \Omega_i, \\
  0, & \text{for } x \notin \Omega_i,
\end{cases} \quad (2.11)
\]

defined so as to be at least \( C^0 \) continuous across element boundaries. The functions \( p(x) \) would typically be defined as linear (or other low-order) polynomials, interpolated through the nodes denoting the element domains. Thus, the integral inner products from (2.8) and (2.9) would have only non-zero values in their corresponding element. Calculation of the stiffness matrix and forcing vector are eased by uniformity of calculations from element to element. In addition, if the shape functions are Lagrangian interpolants through the mesh nodes, the displacement coefficients \( d_i \) found by solving 2.7 would be exactly the function values at the element nodes.

With the above formulation, an increase in accuracy of the approximation could be obtained by increasing the number of subdomains (“\( h \)-refinement”). A typical two-dimensional mesh is displayed in Fig. 1, as well as a corresponding refined mesh with an increased number of elements. The approximation of using this approach is governed “algebraic” convergence, i.e. error is proportional to \( (1/N)^{p+1} \), where \( N \) is the number of elements in the mesh, and \( p \) is the polynomial order of the shape functions.

### 2.3 \( p \)-refinement

In Fig. 1, each element consists of \( 2 \times 2 \) nodes, corresponding to linear shape functions. The polynomial order of the shape functions will determine the number of nodes per element, with \( N_e^{th} \)-order shape functions corresponding to \((N_e + 1) \times (N_e + 1)\) elements per node. In a \( p \)-refined FE formulation, the mesh would not be refined by increasing the number of elements, as shown above. Instead, each step of refinement would introduce an increase in the polynomial order, and thus the number of elements remains fixed, and the number of nodes per element is increased.

Notice that the refined meshes in Figs. 1 and 2 have the same number of nodes for the global mesh, but the problem formulations are fundamentally different: one has 36 elements, with linear shape functions, while the other has only 4 elements, with cubic shape functions.
2.4 Legendre-Spectral Finite Elements

In the above sections, two different mesh refinements were discussed: $h$-refinement, and $p$-refinement. In Legendre Spectral FEs (LSFEs), the nodes are spaced, in the element coordinate system, at the Gauss-Legendre-Lobatto points, quadrature points defined to the $(n + 1)$ solutions to the equation

$$0 = (1 - x^2)L_n'(x), \quad (2.12)$$

where $L_n(x)$ is the $n^{th}$-order Legendre polynomial. This leads to an irregular nodal spacing with a “clustering” of nodes near element boundaries. It is these types of elements which will be investigated and compared to traditional, $h$-refined finite elements with equally-spaced nodes.
2.5 Numerical Quadrature

To solve the linear system (2.7), the stiffness matrix K and forcing vector F must be computed from the inner-products in (2.8) and (2.9), which is typically done with Gaussian quadrature. Since the shape functions will usually be polynomials, proper choice of quadrature can make for exact computation of the stiffness matrix (for rectangular elements). For example, in (2.8), the integral is a product of two derivatives. If the original shape functions were quadratic, then the resulting integral would be a the product of two linear functions, i.e. a quadratic itself. \( n \)-point Gauss-Legendre (GL) quadrature is exact for integration of polynomials of order \( 2n - 1 \) or less, so 2-point GL quadrature would compute that integral exactly. The quadrature rules investigated here are the standard Gauss-Legendre (GL), and Gauss-Legendre-Lobatto (GLL). \( n \)-point GLL quadrature is exact for integrals of polynomials of order \( 2n - 3 \) or less.

2.6 Element-Level Calculations

As mentioned, one advantage of finite elements is the uniformity of calculations across elements. To calculate the linear system in, for example, (2.7), the inner products are generally converted to “element-level” coordinates, where they can be calculated in the same manner, and converted back to the global coordinate system. Thus the only difference between calculations in each element is the Jacobian of the transformation. The global stiffness matrix and forcing vector are then assembled based on element connectivity. The resultant linear system is then solved. For most elements, and particularly those used here, the element coordinate domain is set, in two-dimensions, as \( \xi, \eta \in [-1, 1] \times [-1, 1] \), for element coordinates \( \xi \) and \( \eta \), to utilize the aforementioned Gaussian quadrature schemes. Details for the particular problem mentioned below can be found in the appendices.
3 Reissner-Mindlin Plates

One popular model for thin, elastic plates, is the Reissner-Mindlin plate model. A detailed overview of the assumptions and formulation can be found in [5]. The solution obtained (for \((x, y) \in \Omega \subset \mathbb{R}^2\)) is of the form 

\[
\mathbf{u}(x,y) = (\mathbf{w}(x,y), \theta_x(x,y), \theta_y(x,y))^T
\]

where \(\mathbf{w}\) is the transverse displacement, \(\theta_x\) and \(\theta_y\) are rotations about the \(y\)- and \(x\)-axes, respectively.

3.1 Static Formulation

The weak formulation for \(\mathbf{u}(x,y)\) is given by

\[
\int_{\Omega} \left[ \bar{\theta}_{ij} c_{ijkl} \theta_{k,l} + \bar{\gamma}_i c_{ij} \gamma_j \right] d\Omega + \int_{\Omega} \left[ \bar{\theta}_i C_i - \bar{w} F \right] d\Omega + \int_{\partial\Omega_n} \left[ \bar{\theta}_i M_i - \bar{w} Q \right] ds = 0,
\]

where bars denote weight functions from the admissible function space, subscript indices (e.g. \(i, j\)) are 1 or 2, and define components of \(\theta_i = (\theta_x, \theta_y)^T\), and \(\gamma_i = (-\theta_x + w_x, -\theta_y + w_y)\). Furthermore \(C_i\) is rotational forcing, \(F\) is transverse forcing, \(M_i\) are Neumann-type, rotational boundary conditions, and \(Q\) are transverse boundary conditions. \(c_{ijkl}\) and \(c_{ij}\) are material property tensors. To simplify the \(c\)'s, an isotropic formulation is assumed, i.e.

\[
\begin{align*}
    c_{ijkl} \theta_{k,l} &= \frac{a^3}{12} \left[ \lambda \delta_{ij} \theta_{k,k} + 2 \mu \theta_{i,j} \right], \\
    c_{ij} &= a \mu \delta_{ij},
\end{align*}
\]

where \(\lambda\) and \(\mu\) are the Lamé parameters, and \(a\) is the thickness of the plate. Note that in practice \(c_{ij}\) is often replaced with \(\kappa c_{ij}\), where \(\kappa\) is a shear correction factor, usually \(\kappa = \frac{5}{6}\). This is to ensure consistency with classical bending models. Furthermore, the Lamé parameters are often rewritten in terms of \(E\) and \(\nu\), Young’s modulus, and Poisson’s ratio. Transformations between these two sets of parameters can be found in [5].

When the above is discretized, an equation similar to (2.7) is obtained. The difference being that the stiffness matrix is written as a sum of a matrix consisting of contributions from bending stiffness \((K^B)\), and one consisting of contributions from shear stiffness \((K^S)\)

\[
K^{RM} = K^B + K^S,
\]

where \(K^B \propto a^3\) and \(K^S \propto a\). A more detailed derivation of this equation can be found in the appendices.

3.1.1 Shear Locking and Choice of Quadrature

To solve a linear system coming from the discretization of (3.1), one may think to compute the inner products exactly. Not only may this be computationally inefficient, but the makeup of the linear system leads to a phenomenon known as “shear locking,” which causes displacements to shrink (numerically) in the thin plate limit (when, for a given forcing, the opposite should be the case). A detailed overview of shear locking can be found in [12]. In practice, shear-locking can be avoided with careful choice of quadrature rule. Reducing the quadrature, simply using an inexact quadrature rule, can alleviate and, in some cases, eliminate locking completely, by introducing a singularity in the shear matrix, while maintaining global invertibility. This is done, in general, by applying reduced (i.e. inexact) quadrature to the components of the shear matrix, while maintaining full
(i.e. exact) quadrature for the components of the bending matrix, a formulation known as “selective reduced quadrature” or “selective shear quadrature.”

Recall in Fig. 3 the spacing of the nodes at the GLL points. Besides the clumping at element boundaries/interfaces, the GLL points have the advantage of being set at points corresponding to a Gaussian quadrature scheme. Recall that the shape functions are formulated as Lagrangian interpolants. In other words

\[ \phi_i(\xi_j) = \delta_{ij}, \quad (3.5) \]

where \( \phi_i(\xi) \) is an element-level shape function, and \( \xi_j \) is an element node (again, in element coordinates), and \( \delta_{ij} \) is the Kronecker delta. This leads to savings in the number of operations needed to compute the stiffness matrix, which can be seen more specifically in the appendices. The disadvantage, as noted above, is that, for a given integral, GLL quadrature is less exact that GL quadrature. The question therefore becomes whether or not the loss in quadrature error is “worth” the gain in computational efficiency (a question the current study seeks to answer).

Table 3.1.1 lists the various types of elements and quadrature schemes compared in the following sections. LFE-SRQ and QFE-SRQ are \( h \)-refined elements, linear and quadratic, respectively, with equally-spaced nodes in both the global and element coordinate systems, and calculated with the selective shear GL quadrature mentioned above. LSFE-SRQ, LSFE-NRQ, and LSFE-MRQ all correspond to Legendre spectral finite elements, i.e. \( p \)-refined elements with nodes in the element coordinate system spaced at the GLL points. LSFE-SRQ uses the same type of selective shear GL quadrature as the \( h \)-refined elements. LSFE-NRQ uses nodal GLL quadrature for both the bending and shear matrices. LSFE-MRQ uses nodal GLL quadrature for the bending matrix, and reduced GL quadrature for the shear matrix.

<table>
<thead>
<tr>
<th>Element Type</th>
<th># Nodes per Element</th>
<th>Bending Matrix Quadrature</th>
<th>Shear Matrix Quadrature</th>
</tr>
</thead>
<tbody>
<tr>
<td>LFE-SRQ</td>
<td>( 2 \times 2 )</td>
<td>( 2 \times 2 ) GL</td>
<td>( 1 \times 1 ) GL</td>
</tr>
<tr>
<td>QFE-SRQ</td>
<td>( 3 \times 3 )</td>
<td>( 3 \times 3 ) GL</td>
<td>( 2 \times 2 ) GL</td>
</tr>
<tr>
<td>LSFE-SRQ</td>
<td>( (N + 1) \times (N + 1) )</td>
<td>( (N + 1) \times (N + 1) ) GL</td>
<td>( N \times N )</td>
</tr>
<tr>
<td>LSFE-NRQ</td>
<td>( (N + 1) \times (N + 1) )</td>
<td>( (N + 1) \times (N + 1) ) GLL</td>
<td>( (N + 1) \times (N + 1) ) GLL</td>
</tr>
<tr>
<td>LSFE-MRQ</td>
<td>( (N + 1) \times (N + 1) )</td>
<td>( (N + 1) \times (N + 1) ) GLL</td>
<td>( N \times N ) GL</td>
</tr>
</tbody>
</table>

Table 1: Types of elements and associated quadrature schemes used to model Reissner-Mindlin plates.

3.2 Dynamic Formulation

Transitioning from a static to a dynamic formulation, with time dependent displacement and forcing, merely introduces a mass term related to Newton’s law:

\[ Kd + M\ddot{d} = F, \quad (3.6) \]

where \( d \) is a vector of nodal approximations to the function values \( u(x_i, y_j) \) for node locations \((x_i, y_j)\), and \( K \) is the same stiffness matrix used in the static formulation. The matrix \( M \) is the “mass matrix,” and its integral form for this problem can be found in [17]. In addition to quadrature and spatial discretization, the above formulation must be discretized in time as well. For the results below, an explicit centered difference approximation of the second derivative in time is used, i.e.
\[ \ddot{d} \approx \frac{d^{k+1} - 2d^k + d^{k-1}}{\Delta t^2}, \]  

(3.7)

where \( d^k \) is the global displacement vector at time step \( k \), and \( \Delta t \) is a to be determined time step (which will be discussed in detail below). If (3.7) is substituted into (3.6), it yields the following update process in time:

\[ d^{i+1} = \Delta t^2 \left[ M^{-1}F^k - (M^{-1}K)d^k \right] + \left[ 2d^k - d^{k-1} \right]. \]  

(3.8)

The update scheme (3.8) requires that a matrix inversion of \( M \) be done at each time step. In practice, however, the mass matrix is often "lumped" into a diagonal form. Several techniques for doing so exist (see e.g. [5]), but the one used in the current formulation is to simply compute the mass matrix using nodal GLL quadrature. This form has been shown to diagonalize the matrix without any loss of convergence rate [4].

### 3.2.1 Critical Time Step

For the explicit scheme outlined above, selection of a stable time step is critical. This means calculating \( \Delta t_{\text{crit}} \), the maximum time step that will allow for a stable solution. The exact form of the critical time step can be found in [9] and is found by first solving the eigenvalue problem

\[ \begin{bmatrix} K - \omega^2 M \end{bmatrix} u = \begin{bmatrix} K - \lambda M \end{bmatrix} u = 0, \]  

(3.9)

which has eigenvalues corresponding to the eigenvalues of \( M^{-1}K \). Then the maximum stable time step can be found with

\[ \Delta t \leq \Delta t_{\text{crit}} = \frac{2}{\omega_{\text{max}}} = \frac{2}{\sqrt{\lambda_{\text{max}}}}, \]  

(3.10)

where \( \omega_{\text{max}} \) is the maximum frequency that can be represented by the global system, and \( \lambda_{\text{max}} \) is the maximum eigenvalue of the global matrix \( M^{-1}K \). Thus, the maximum eigenvalue of that matrix must be computed or bounded to get any kind of bound on the time step. The current formulation uses the power method to approximate directly the value of \( \lambda_{\text{max}} \).

### 4 Numerical Results

Below are results from numerical simulations run on Reissner-Mindlin plate models with a variety of element types. Two types of comparions are made to assess the accuracy and efficiency of the various element types. First, accuracy is compared to model complexity. Accuracy is measured, in this case, by comparing the solution obtained from FE analysis to a benchmark solution and taking some measure of error (details in subsequent sections). Model complexity is measured by “degrees of freedom,” i.e. the number of free variables being solved for in the linear system. At each node, the unknown function \( u(x,y) \) has three components: one displacement and two rotations. The number of degrees of freedom (DoF) is the total number nodal function values in the system \((3 \times \# \text{ of nodes})\), minus those displacements and rotations fixed by boundary conditions. Secondly, accuracy (computed in the same way as above) is compared to computational efficiency. Efficiency is measured by measuring the total number of floating point operations needed to solve the linear system or carry out the explicit time update scheme. Certain pre- and post-processing steps are ignored, and the counts are done primarily on the matrix-vector products and other linear algebra operations required to complete the simulations.
4.1 Static Analyses

Static simulations were performed on a square, simply supported Reissner-Mindlin plate undergoing uniform forcing. Model symmetry was exploited and only a quarter of the plate was modeled, with symmetry conditions enforced at non-boundary edges.

The mathematical formulation of the symmetry and simply-supported conditions is as follows:

\begin{align}
  w &= \theta_y = 0 \quad \text{on} \quad x = L, \\
  w &= \theta_x = 0 \quad \text{on} \quad y = L, \\
  \theta_x &= 0 \quad \text{on} \quad x = \frac{L}{2}, \\
  \theta_y &= 0 \quad \text{on} \quad y = \frac{L}{2},
\end{align}

where $L$ is the global side length of the plate. The first two conditions represent simply-supported boundary conditions, and the second two symmetry conditions.

Material properties for the plate were chosen to mimic those of steel, and were $E = 2.1 \times 10^{11} \text{N/m}^2$, and $\nu = 0.3$. Plate dimensions were chosen to give a typical length to width ratio of $L/a = 40$ (e.g., [17]): $L = 10\text{m}$ and $a = 0.25\text{m}$. A uniform transverse forcing of $1.0 \times 10^3 \text{N/m}^2$ was applied. The linear system was solved using preconditioned conjugate-gradient with a Jacobi pre-conditioner (i.e., the pre-conditioning matrix $P = \text{diag}(K)$), as in [1].

For the static simulations, accuracy was computed by first calculating the difference between the function values at the nodal points given by the FE solution and those given by a benchmark solution found in [8]. This difference function is then used to calculate a normalized integral $L_2$ norm using GLL quadrature which is used as the error value for that simulation, i.e.

\begin{align}
  \text{diff} &= \sum_{i=1}^{3} \int_{\Omega} (u_{FE}^i(x,y) - u_{B}^i(x,y))^2 \, dA, \\
  \text{norm} &= \sum_{i=1}^{3} \int_{\Omega} (u_{B}^i)^2 \, dA, \\
  \text{err} &= \frac{\text{diff}}{\text{norm}},
\end{align}

where the superscript $i$’s represent the 3 components of the solution vector.

4.1.1 Accuracy versus Model Complexity

Figure 4 shows model accuracy versus model complexity, i.e. $L_2$ error versus # DoF. From Fig. 4, it is clear that the error of the $p$-refined elements reduces more quickly (in a DoF sense) than the $h$-refined. Additionally, the MRQ and SRQ formulations have the lowest global error for any number of DoF.

One of the more important results that this plot shows is the comparison between the selective-shear GL LSFEs (LSFE-SRQ) and the mixed formulation (LSFE-MRQ). The difference between them is that the mixed formulation uses inexact, nodal quadrature for the bending matrix, while the selective-shear uses exact GL quadrature (the shear quadratures are identical). With the exception of the linear elements, the errors are the same, and thus the solutions would be nearly indistinguishable. This seems to imply that the quadrature error gained from inexactly calculating the bending component of the stiffness matrix is, especially for higher-order elements, negligible.
4.1.2 Accuracy versus Model Efficiency

Figure 5 shows model accuracy versus model efficiency, i.e. $L_2$ error versus # of floating point operations per simulation. From Fig. 5, it is again clear the the LSFEs are superior, in that they, in general, are more accurate for the same amount of computational effort (excepting the LSFE-NRQ). In other words, to obtain the same amount of error using any of the 5 element types above (i.e. a horizontal line on the above figure), the LSFEs would take significantly less operations, and thus less computational time. The most interesting result is that the LSFE-MRQ outperformed all other formulation types for every level of refinement.

4.2 Dynamic Analysis

Dynamic simulations were performed on a plate of the same physical parameters and boundary conditions as above. In addition, the density of the plate was considered and set to $\rho = 8.0 \times 10^0 \text{ g/m}^3$. Initial conditions were set to a plate fully at rest at $t = 0$, and forcing was again uniform in space, but also in time, and set to $10^3 \text{ N/m}^2$. Simulations started at time $t = 0s$ and were carried out until $t = 5s$.

Error was calculated using the center displacement over time. For each simulation the center displacement was calculated at a series of time steps. The vector of center displacements is then compared to those of a benchmark solution, and a vector 2-norm is taken of the difference, and normalized by the 2-norm of the benchmark, to give a normalized error value. The benchmark itself was calculated numerically, using an $8 \times 8$ mesh of 16th-order elements, with 49152 spatial DoF, i.e.refined enough to make the error well below machine roundoff, and thus, for all intents and purposes, the “real” solution. Figure 6 shows the dynamic benchmark solution.
4.2.1 Critical Time Steps

For the explicit scheme (3.8) the time step must be smaller than the critical time step defined in (3.10). Prior to each dynamic simulation, the critical time step was computed, and the actual time step used was $\Delta t = 0.9\Delta t_{\text{crit}}$.

Figure 7 shows the critical time step for the various element types as a function of DoF. It can
be seen above that the critical time step of $h$-type decays much more slowly with respect to model complexity. This is in contrast to the LSFE formulations, which have a quickly decaying time step. This implies that the number of time steps required to run a simulation over the same amount of time will be significantly higher for the LSFEs than for the standard FEs.

![Figure 7: Critical Time Step vs. DoF for varying element and quadrature formulations.](image)

4.2.2 Accuracy versus Model Complexity

Figure 8 shows the $L_2$ error of the center displacement of the plate as a function of DoF. As before, the error of the LSFEs reduces more quickly than that of the LFEs and QFEs. Specifically, the mixed (LSFE-MRQ) and the selective (LSFE-SRQ) have the lowest error per number of degrees of freedom. The nodal formulation starts out with the highest error, but as polynomial order is increased, begins to “catch up” to the other formulations. As expected, the $h$-type models’ error decays in a more or less algebraic fashion, and they are eventually passed by the spectrally refined models.

4.2.3 Accuracy versus Model Efficiency

Figure 9 shows the $L_2$ error of the center displacement of the plate as a function of floating point operations. The most interesting result on Fig. 9 is the same as that on Fig. 5: the mixed formulation has the lowest number of operations for any given error value (and vice-versa). In addition, unlike before, the nodal quadrature formulation (LSFE-NRQ) passes beneath the other formulations after a smaller polynomial value than before (each point representing another level of spectral refinement for the LSFE models).

4.3 Discussion of Results

Going into this project, it was the author’s belief that the nodal formulation was going to be the the most computationally efficient formulation. However, as shown in Figures 5 and 9, the most
Figure 8: Center-displacement $L_2$ error vs. model complexity for dynamic-response calculations.

Figure 9: Center-displacement $L_2$ error vs. model efficiency for dynamic-response calculations.

efficient formulation is the mixed formulation (efficient in the sense that it takes the least amount of operations to obtain a given error). This is explained in part by the data in Figures 4 and 8. In both, the LSFE-MRQ and LSFE-SRQ curves are virtually indistinguishable. The implication being that the error caused by reducing the quadrature on the bending matrix is almost negligible. This is to be expected, of course, as the bending matrix is $\propto a^3$ while the shear is $\propto a$. 
Another interesting thing to note is the comparison between Figures 5 and 9. In Figure 5, the nodal formulation is one of the least efficient, except for very high polynomial orders. But in Figure 9, the nodal formulation comes much surpasses the other formulations (excluding the mixed) at a lower polynomial order. This would appear to be because the total number of operations required to perform the dynamic simulations is much higher. In a typical static simulation, a single linear system must be solved. Using conjugate gradient, this requires one matrix-vector product per iteration (the matrix in this case being the global stiffness matrix $K$). Even for the high refinement, the number of iterations for the static simulations did not exceed the 100s. For the dynamics, as can be seen in Figure 7, the critical time step reaches well below $10^{-3}$. Thus, the amount of steps, and the amount of matrix-vector products, often ran in the 1000s for the LSFE simulations. The implication seems to be that, the more matrix-vector products required, the more the operations savings from nodal quadrature start to add up. This is why the nodal quadrature LSFE curve shrinks so much faster in the dynamic case, and the selective GL LSFE curve flattens out so much. The larger the simulation, the more advantageous nodal quadrature becomes.

5 Conclusions

For both the static and dynamic simulations, error versus degree of freedom results were as expected. The $p$-type LSFE elements clearly outperform the $h$-type elements with respect to convergence rates. In addition, the nodal quadrature LSFEs were outperformed by both other LSFEs, which is no surprise as the use of GLL quadrature represents inexact calculation of both bending and shear components of the stiffness matrix. One surprise was the comparative performance of the mixed GL/GLLSFEs and the selective shear GL LSFEs. Despite the inexact GLL quadrature used for the bending matrix in the mixed formulation, the loss of accuracy is almost negligible.

In terms of performance of the various finite-element schemes, the error versus floating point operations results were most telling. For both static and dynamic simulations, the mixed formulation was superior, taking the least number of floating point operations for a given amount of error. Additionally, results for the other LSFE types revealed an interesting phenomenon. For low-order, smaller simulations, the selective shear GL formulation (LSFE-SRQ) outperformed the nodal GLL formulation (LSFE-NRQ) (i.e. lower operation count for the same amount of error). For higher-order simulations, however, the nodal quadrature scheme is superior to the GL scheme. This seems to imply that the savings from using nodal GLL quadrature are much larger for more complex simulations. The answer to the question asked earlier about whether nodal quadrature was “worth it” seems to depend largely on how complex the simulation is.

The primary result of the current study is the superiority, both in convergence rate and computational efficiency, of the mixed quadrature LSFE elements to all others tested. While they are slightly less accurate than the traditional, selective shear quadrature elements (in terms of DoF), the speed gained by using nodal quadrature on the bending matrix more than makes up for any gain in error from inexact quadrature. And though they may be slightly slower for a given number of degrees of freedom than comparable $h$-types or fully nodal quadrature LSFEs, the gain in error makes them more computationally efficient. Based on their performance for static and dynamic Reissner-Mindlin plates, further analysis of these new element types is clearly warranted.
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Appendices

A Finite Element Formulation

The following is the full finite element discretization of the Reissner-Mindlin plate equation presented in equation (3.1). By substituting the isotropic material constants from (3.2) and (3.3) into (3.1), to obtain

\[
\frac{a^3}{12} \int_{\Omega} \bar{\theta}_{x,x} \left[ (2\mu + \lambda) \theta_{x,x} + \lambda \theta_{y,y} \right] + \mu \bar{\theta}_{x,y} \left[ \theta_{x,y} + \theta_{y,x} \right] d\Omega + a\mu \int_{\Omega} \bar{\theta}_x [w_x - \theta_x] d\Omega +
\]

\[
\frac{a^3}{12} \int_{\Omega} \bar{\theta}_{y,y} \left[ (2\mu + \lambda) \theta_{y,y} + \lambda \theta_{x,x} \right] + \mu \bar{\theta}_{y,x} \left[ \theta_{y,x} + \theta_{x,y} \right] d\Omega + a\mu \int_{\Omega} \bar{\theta}_y [w_y - \theta_y] d\Omega +
\]

\[
a\mu \int_{\Omega} \bar{\omega}_y (w_y - \theta_y) + \bar{\omega}_x (w_x - \theta_x) d\Omega
\]

\[= F_{\theta_x} + F_{\theta_y} + F_w, \quad (A.1)\]

where

\[F_{\theta_x} = - \int_{\Omega} \bar{\theta}_x C_x d\Omega - \int_{\partial\Omega_n} \bar{\theta}_x M_x ds, \quad (A.2)\]

\[F_{\theta_y} = - \int_{\Omega} \bar{\theta}_y C_y d\Omega - \int_{\partial\Omega_n} \bar{\theta}_y M_y ds, \quad (A.3)\]

\[F_w = \int_{\Omega} \bar{\omega}F d\Omega + \int_{\partial\Omega_n} \bar{\omega}Q ds. \quad (A.4)\]

To formulate a finite element approximation to the above equation, we start by approximating the unknown function \( u_k(x,y) = (w(x,y), \theta_x(x,y), \theta_y(x,y))^T \) and the weight function \( \bar{u}_k(x,y) = (\bar{w}(x,y), \bar{\theta}_x(x,y), \bar{\theta}_y(x,y))^T \) with a finite number of shape functions:

\[u_k(x,y) \approx \sum_{i=0}^{N} \Phi_i(x,y)d_i^k, \]

\[\bar{u}_k(x,y) \approx \sum_{i=0}^{N} \Phi_i(x,y)c_i^k, \quad (A.5)\]

for constants \(d_i^k\) and \(c_i^k\). Note the so-called Bubnov-Galerkin formulation: the shape functions are the same for the unknown function \( u \) and the trial functions \( \bar{u} \). These can be substituted into equation (A.1) to obtain:
\[
\frac{a^3}{12} \int_{\Omega} \left( \sum_{i=0}^{N} \frac{\partial \Phi_i}{\partial x} c_i^1 \right) \left( 2\mu + \lambda \right) \left( \sum_{j=0}^{N} \frac{\partial \Phi_j}{\partial x} c_j^2 \right) + \mu \left( \sum_{j=0}^{N} \frac{\partial \Phi_j}{\partial x} c_j^2 \right) \left( \sum_{j=0}^{N} \frac{\partial \Phi_j}{\partial x} d_j^3 \right) \right) d\Omega + \\
\alpha \mu \int_{\Omega} \left( \sum_{i=0}^{N} \Phi_i(x,y) c_i^2 \right) \left( \sum_{j=0}^{N} \frac{\partial \Phi_j}{\partial x} d_j^1 \right) - \left( \sum_{j=0}^{N} \Phi_j(x,y) d_j^2 \right) d\Omega + \\
\frac{a^3}{12} \int_{\Omega} \left( \sum_{i=0}^{N} \frac{\partial \Phi_i}{\partial y} c_i^3 \right) \left( 2\mu + \lambda \right) \left( \sum_{j=0}^{N} \frac{\partial \Phi_j}{\partial y} d_j^3 \right) + \mu \left( \sum_{j=0}^{N} \frac{\partial \Phi_j}{\partial y} c_i^3 \right) \left( \sum_{j=0}^{N} \frac{\partial \Phi_j}{\partial y} d_j^3 \right) \right) d\Omega + \\
\alpha \mu \int_{\Omega} \left( \sum_{i=0}^{N} \frac{\partial \Phi_i}{\partial x} c_i^1 \right) \left( \sum_{j=0}^{N} \frac{\partial \Phi_j}{\partial x} c_j^1 \right) - \left( \sum_{j=0}^{N} \Phi_j(x,y) d_j^3 \right) d\Omega + \\
\alpha \mu \int_{\Omega} \left( \sum_{i=0}^{N} \frac{\partial \Phi_i}{\partial y} c_i^1 \right) \left( \sum_{j=0}^{N} \frac{\partial \Phi_j}{\partial y} c_j^1 \right) - \left( \sum_{j=0}^{N} \Phi_j(x,y) d_j^3 \right) d\Omega \\
= \\
- \int_{\Omega} \left( \sum_{i=0}^{N} \Phi_i(x,y) c_i^2 \right) C_x d\Omega - \int_{\partial \Omega} \left( \sum_{i=0}^{N} \Phi_i(x,y) c_i^2 \right) M_x ds \\
- \int_{\Omega} \left( \sum_{i=0}^{N} \Phi_i(x,y) c_i^3 \right) C_y d\Omega - \int_{\partial \Omega} \left( \sum_{i=0}^{N} \Phi_i(x,y) c_i^3 \right) M_y ds \\
\int_{\Omega} \left( \sum_{i=0}^{N} \Phi_i(x,y) c_i^1 \right) F d\Omega + \int_{\partial \Omega} \left( \sum_{i=0}^{N} \Phi_i(x,y) c_i^1 \right) Q ds, \quad (A.6)
\]

which must hold for all test/trial functions \( \tilde{u}_k(x,y) \) in the admissible function space. Rearranging, and pulling the sums outside of the integrals yields the following:
which, again, must hold for all test/trial functions. This implies that the above must hold for all \( c_i \in \mathbb{R} \). Thus the 3 bracketed terms in equation (A.7) above must individually equal 0:

\[
\sum_{i=0}^{N} c_i \left[ \sum_{i=0}^{N} a_i \left( \int_{\Omega} \frac{\partial \Phi_i}{\partial x} \frac{\partial \Phi_j}{\partial x} d\Omega - \frac{\partial \Phi_i}{\partial y} \frac{\partial \Phi_j}{\partial y} d\Omega \right) - \int_{\Omega} \Phi_i F d\Omega - \int_{\partial \Omega_n} \Phi_i Q d\Omega \right] = 0,
\]

(A.7)

which must hold \( \forall i = 0, 1, ..., N \). The above equations represent 3N equations in 3N unknowns, which, when solved, give the coefficients for the approximation for \( u(x,y) \). The above is the matrix-vector representation of the problem presented in (2.7), where \( Kd \) is represented by the lefthand sides of equations (A.8)-(A.10) (where \( K^p \) are the terms proportional to \( \frac{a^2}{12} \) and \( K^S \) are proportional to \( a \)), and \( F \) is represented by the righthand sides.
B Numerical Quadrature and Tensor-Product Factorization

Since the method used to solve the linear system outlined in (A.8)-(A.10) will be solved using Conjugate-Gradient, the stiffness matrix need not be explicitly formed, all that is needed is a form for the vector \( Ku \) formed by multiplying the matrix by any arbitrary vector \( u \). The lefthand sides of the above equations are a form for exactly that, so the following formulation will be a form of \( Ku \) using numerical quadrature.

Furthermore, finite elements are designed such that all work can be done on the element level, in the element coordinate system, and assembled globally. So, again, all of the following will apply to element level stiffness matrices, based on integrals done over the domain \([-1,1] \times [-1,1]\). Thus, all integrals will be transformed into the element domain and calculated with numerical quadrature, and will include Jacobian terms for the transformation. To accomplish this, the shape functions will be decomposed in the following manner

\[
\Phi_i(x(\xi, \eta), y(\xi, \eta)) = \phi_i(\xi)\phi_j(\eta), \tag{B.1}
\]

where \( \xi \) and \( \eta \) are the element level coordinate variables. The transformation from global to element level is done in an isoparametric fashion, meaning that the representation of the unknown function \( u \) is also the representation of the geometric variables, i.e.

\[
x(\xi, \eta) = \sum_{i=0}^{n} \sum_{j=0}^{n} \phi_i(\xi)\phi_j(\eta) x_{ij}, \tag{B.2}
\]

\[
y(\xi, \eta) = \sum_{i=0}^{n} \sum_{j=0}^{n} \phi_i(\xi)\phi_j(\eta) y_{ij}, \tag{B.3}
\]

where \( x_{ij} \) and \( y_{ij} \) are the \( x \) and \( y \) values of the meshed domain in the element coordinates (i.e. \( x_{11} \) would be the \( x \) coordinate at the (1,1) position using the element node ordering). Notice in the above that there are \( (n+1) \times (n+1) \) nodes per element, i.e. the formulation used \( n^{th} \) order polynomial shape functions. Thus, the terms of the Jacobian of the transformation can be easily computed, for example

\[
\frac{\partial x}{\partial \xi} = \sum_{i=0}^{n} \sum_{j=0}^{n} \phi_i'(\xi)\phi_j(\eta) x_{ij}, \tag{B.4}
\]

with other partial derivatives calculated in a similar fashion. Numerical quadrature can now be applied, and a full-discretized matrix-vector product can be calculated.

B.1 Arbitrary GL Quadrature

Using arbitrary Gauss-Legendre quadrature, \( n_b \times n_b \) quadrature points for the bending matrix components, and \( n_s \times n_s \) quadrature points for the shear matrix components, for \( n^{th} \) order polynomial shape functions, the following discretized formulation for \( Kd \), which holds for any arbitrary vector \( d \):
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where those interim tensors are defined as:

\[
\begin{align*}
\tilde{\phi}_{ij} &= \sum_{k=1}^{n_p+1} \sum_{l=1}^{n_p+1} \tilde{D}_{kl} P_{lj} P_{kl}, \\
\tilde{\psi}_{ij} &= \sum_{k=1}^{n_p+1} \sum_{l=1}^{n_p+1} P_{kj} \tilde{D}_{lj} d_{kl}, \\
\tilde{\theta}_{ij} &= \sum_{k=1}^{n_p+1} \sum_{l=1}^{n_p+1} P_{kj} P_{kl} d_{kl},
\end{align*}
\]  

(B.8)

where \(i, j = 1, \ldots, n_q\), \(n_q\) being the number of quadrature points (so either \(n_q = n_b\) or \(n_s\)). In addition,

\[
\begin{align*}
P_{ij} &= \phi_i(\xi_j), \\
\tilde{D}_{ij} &= \phi_i'(\xi_j),
\end{align*}
\]  

(B.9) (B.10)

where the \(\xi_j\)'s are the quadrature points. Finally,
where \( |J|(\xi, \eta) \) is the determinant of the Jacobian, \( \tilde{\gamma}_{ab}(\xi, \eta) \) is the \( a, b^{th} \) component of \( J^{-1} \) (so \( a, b = 1 \) or \( 2 \)), and \( w_i \) is the \( i^{th} \) quadrature weight associated with the \( n_q \) point quadrature rule used. In practice, the above may be rearranged, and constants combined, for additional efficiency, but the above equation still holds.

### B.2 Nodal GLL Quadrature

The formulation in equations (B.5)-(B.7) can be formulated for nodal Gauss-Legendre-Lobatto quadrature, and is given by:

\[
K u_{ij}^1 = a \mu \kappa \sum_{m=1}^{n_p+1} D_{im} \left[ (\Gamma_{1111mj} + \Gamma_{2121mj}) \phi_{mj}^1 + \left(\Gamma_{1112mj} + \Gamma_{2122mj}\right) \psi_{jm}^1 - \gamma_{11mj} d_{mj}^2 - \gamma_{21mj} d_{mj}^3 \right] + D_{jm} \left[ (\Gamma_{1111im} + \Gamma_{2121im}) \phi_{im}^1 + \left(\Gamma_{1112im} + \Gamma_{2122im}\right) \psi_{mi}^1 - \gamma_{12im} d_{im}^2 - \gamma_{22im} d_{im}^3 \right],
\]

\[
K u_{ij}^2 = \frac{a^3}{12} \sum_{m=1}^{n_p+1} (2\mu + \lambda) \left[ D_{im} \left(\Gamma_{1111mj} \phi_{mj}^2 + \Gamma_{1112mj} \psi_{jm}^2 \right) + D_{jm} \left(\Gamma_{1112im} \phi_{im}^2 + \Gamma_{1212im} \psi_{mi}^2 \right) \right] + \lambda \left[ D_{im} \left(\Gamma_{1121mj} \phi_{mj}^3 + \Gamma_{1122mj} \psi_{jm}^3 \right) + D_{jm} \left(\Gamma_{1211im} \phi_{im}^3 + \Gamma_{1221im} \psi_{mi}^3 \right) \right] + \mu \left[ D_{im} \left(\Gamma_{1111mj} \phi_{mj}^3 + \Gamma_{1112mj} \psi_{jm}^3 \right) + D_{jm} \left(\Gamma_{1112im} \phi_{im}^3 + \Gamma_{1121im} \psi_{mi}^3 \right) \right] + a \mu \kappa \left( J_{ij} d_{ij}^3 - \gamma_{11ij} \phi_{ij}^1 - \gamma_{21ij} \psi_{ji}^1 \right),
\]

\[
K u_{ij}^3 = \frac{a^3}{12} \sum_{m=1}^{n_p+1} (2\mu + \lambda) \left[ D_{im} \left(\Gamma_{1112mj} \phi_{mj}^3 + \Gamma_{1212mj} \psi_{jm}^3 \right) + D_{jm} \left(\Gamma_{1212im} \phi_{im}^3 + \Gamma_{2222im} \psi_{mi}^3 \right) \right] + \lambda \left[ D_{im} \left(\Gamma_{1111mj} \phi_{mj}^3 + \Gamma_{1112mj} \psi_{jm}^3 \right) + D_{jm} \left(\Gamma_{1112im} \phi_{im}^3 + \Gamma_{1222im} \psi_{mi}^3 \right) \right] + \mu \left[ D_{im} \left(\Gamma_{1121mj} \phi_{mj}^3 + \Gamma_{1122mj} \psi_{jm}^3 \right) + D_{jm} \left(\Gamma_{1121im} \phi_{im}^3 + \Gamma_{1112im} \psi_{mi}^3 \right) \right] + a \mu \kappa \left( J_{ij} d_{ij}^3 - \gamma_{21ij} \phi_{ij}^1 - \gamma_{22ij} \psi_{ji}^1 \right),
\]

where the intermediate tensors are defined as

\[
\phi_{ij}^\alpha = \sum_{m=1}^{n_p+1} D_{mit}^\alpha \phi_{mj}^1, \quad \psi_{ij}^\alpha = \sum_{m=1}^{n_p+1} D_{mit}^\alpha \psi_{mi}^1,
\]

and the other various tensors are defined in the same way as for the arbitrary GL quadrature, only using GLL points and GLL weights.

The formulation for the mixed is a combination of the two formulations above, with the GL form used for terms proportional to \( a \), and the GLL used for the terms proportional to \( a^3 \). All intermediate and other tensors remain the same.
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