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Abstract

In this talk, | will discuss in three parts how kernel-based learning methods can be applied to graph-based datasets
for building predictive models of molecular and atomistic properties that are accurate and interpretable using scarce
training data.

In the first part, | will present an active learning protocol using Gaussian process regression, which prompts the need
for similarity measures between either entire molecules or individual atomistic neighborhoods. This leads to our
recent work on a kernel that operates on graphical representations of molecules. The graph kernel is intuitive and
allows the application of the kernel trick to molecules of arbitrary size and topology.

In the second part, | will introduce GraphDot, a Python package that implements the marginalized graph kernel for
and beyond molecules on general-purpose GPUs. GraphDot delivers thousands of times of speedups against existing
CPU-only packages. This is achieved by taking advantage of a generalized Kronecker product structure in the linear

algebra form of the graph kernel to fully exploit the GPU's tremendous floating point capability. A two-level sparse




